Molecular dynamics simulations are reported for the evaporation of a liquid into vacuum, where a Lennard-Jones type fluid with truncated and shifted potential at $2.5\sigma$ is considered. Vacuum is enforced locally by particle deletion and the liquid is thermostated in its bulk so that heat flows to the planar interface driving stationary evaporation. The length of the non-thermostated transition region between the bulk liquid and the interface $L_n$ is under study. First, it is found for the reduced bulk liquid temperature $T_l/T_c = 0.74$ ($T_c$ is the critical temperature) that by increasing $L_n$ from $5.2\sigma$ to $208\sigma$ the interface temperature $T_i$ drops by 17% and the evaporation flux decreases by a factor of 4.4. From a series of simulations for increasing values of $L_n$, an asymptotic value $T_i^\infty$ of the interface temperature for $L_n \to \infty$ can be estimated which is 21% lower than the bulk liquid temperature $T_l$. Second, it is found that the evaporation flux is solely determined by the interface temperature $T_i$, independent on $T_l$ or $L_n$. Combining these two findings, the evaporation coefficient $\alpha$ of a liquid thermostated on a macroscopic scale is estimated to be $\alpha \approx 0.14$ for $T_i/T_c = 0.74$.

Studies of evaporation were started by Hertz and subsequently a large number of experimental, theoretical and molecular simulation works as well as review articles and books appeared of which only some are cited here. Despite these efforts it still seems that the experimental findings diverge from the existing molecular modelling and simulation results. On the theoretical side, modelling of evaporation was made for a long time with the kinetic theory of gases, assuming a half-sided Maxwell-Boltzmann velocity distribution function $f^+$ as a boundary condition for the evaporating gas based on the bulk liquid temperature $T_l$ and the corresponding saturated vapor density $\rho''$. The crucial problem with these approaches, however, is whether such a half-sided Maxwell-Boltzmann velocity distribution function is a physically justified assumption. In order to clarify that problem, non-equilibrium molecular dynamics (NEMD) simulations and kinetic theory were applied which include the liquid, the interfacial region and the vapor.
One aspect of evaporation from a thermostated bulk liquid into vacuum which is not yet fully understood is the transition region between the thermostated liquid and the interface through which, according to Bošnjaković\textsuperscript{15}, the heat required for evaporation is transported. As a consequence, there must be a temperature drop from the temperature of the thermostated bulk liquid $T_l$ to the temperature of the liquid at the interface boundary $T_{li}$ and further to the temperature of the vapor-liquid interface $T_i$. Let for the following be $T_c$ the critical temperature of the fluid, $\sigma$ the molecular size parameter to which all lengths are reduced if no confusion can occur, $z$ the direction perpendicular to the planar interface and $L_n$ the length of the non-thermostated transition region.

Different assumptions were made for $L_n$ in work based on the kinetic theory of fluids or NEMD simulations. Frezzotti et al.\textsuperscript{20} specified $L_n \approx 16$ and obtained with kinetic theory linearly decreasing temperature profiles and linearly increasing density profiles from the bulk liquid to the onset of the interface. For $T_l/T_c = 0.729$ the temperature went down to $T_{li}/T_c = 0.676$ and for $T_l/T_c = 0.596$ the temperature went down to $T_{li}/T_c = 0.590$. In their NEMD simulations, Lotfi et al.\textsuperscript{21,22} used $L_n \approx 6$ and Ishiyama et al.\textsuperscript{25} used $L_n \approx 3$ for $T_l/T_c = 0.73$ which are rather short distances. Most attention to the non-thermostated region was paid by Anisimov et al.\textsuperscript{24} They first discussed the heat flux to the interface on a thermodynamic basis. Next, they showed decreasing temperature and increasing density profiles in the non-thermostated region from simulations for $T_{li}/T_c = 0.69$ and 0.80 (Figures 2 and 3 in Ref. 24) with gradients given in Table II. Unfortunately, the length $L_n$ is not clearly stated in that article\textsuperscript{24} but from their Figure 3 we estimate $L_n \approx 10$. Finally, regarding the paper of Cheng et al.,\textsuperscript{27} we find in their Figure 4 ($T_l/T_c = 0.83$) results starting with a non-stationary transition from equilibrium to evaporation and thereafter quasi-stationary evaporation. A further discussion of that paper\textsuperscript{27} is given below.

Stimulated by the ideas of Bošnjaković\textsuperscript{15} on the heat transport from the bulk liquid region to the interface, experimental studies\textsuperscript{3-14} were made to determine the length $L_n$ and the temperature drop $\Delta T = T_l - T_{li}$. A major difference between experimental work and molecular model calculations,\textsuperscript{20-29} however, is the length of the non-thermostated region $L_n$. Whilst the molecular models assumed $L_n \approx 10^4$, experimental findings\textsuperscript{3} are $L_n \approx 1$ mm, corresponding to $\approx 10^6$ in units of $\sigma$. Hence, we decided to investigate by NEMD simulations the influence of $L_n$ on the temperatures $T_{li}$ and $T_l$ and subsequently the effect of $T_i$ on the evaporation flux.

**Molecular model and simulation method**

The model fluid consisted of $\approx 10^6$ to $\approx 3.5 \cdot 10^6$ particles that interact via the truncated and shifted Lennard-Jones potential $u_{TS}$ with a cut-off radius of $2.5\sigma$, where $\sigma$ is the size parameter, $\epsilon$ the energy parameter and $m$ the particle mass. The potential is defined by
\[ u_{TS}(r_{ij}) = \begin{cases} u_{LJ}(r_{ij}) - u_{LJ}(2.5\sigma), & r_{ij} < 2.5\sigma, \\ 0, & r_{ij} > 2.5\sigma, \end{cases} \]  
\[ (1) \]

where \( u_{LJ} \) is the usual Lennard–Jones potential

\[ u_{LJ}(r_{ij}) = 4\epsilon \left[ \left( \frac{\sigma}{r_{ij}} \right)^{12} - \left( \frac{\sigma}{r_{ij}} \right)^{6} \right], \]

\[ (2) \]

and \( r_{ij} \) is the distance between two molecules \( i \) and \( j \).

FIG. 1. Position, distance and region definitions for the present stationary evaporation simulations. Thermostating was carried out exclusively in the bulk liquid region (orange), i.e. for \( z < z_l \). Vacuum was enforced by removing all particles that have reached the vacuum region (green). The interface plane (\( z_i = 0 \)) between liquid (blue) and vapor (white) is assumed at the minimum of the mean force component in \( z \)-direction \( F_z \).

Temperatures are given in units \( T^* = Tk/\epsilon \) and evaporation fluxes in units of \( j^* = j \cdot \sigma^3\sqrt{m/\epsilon} \) omitting the asterisk.

Note that the present investigations are independent on the choice of the parameters \( \sigma, \epsilon/k \) and \( m \), where \( k = 1.38065 \cdot 10^{-23} \) J/K is the Boltzmann constant. Molecular dynamics simulations were carried out in a cuboid volume with dimensions \( L_x = L_y = 140 \) and \( L_z = 250 \) to 550. The system size, i.e. length \( L_z \) and number of particles, was adapted to the value of \( L_n \), such that the stationary evaporation process could be maintained for at least \( 10^6 \) time steps for production sampling. It was ensured that the width of the thermostating region at the end of data acquisition was still broad enough (\( > 20 \)). The \( lsl \)
mardyn code was used for sampling, which is well suited for massively parallel computation. After an equilibration of $10^6$ time steps $\Delta t \sigma^{-1} \sqrt{\varepsilon/m} = 0.00182$ at a temperature of $T = 0.8$, a liquid slab was formed in the center of the simulation volume that was surrounded by vapor. Because of symmetry reasons, data from both halves of the simulation volume were averaged. The interface plane was defined by the minimum of the mean force component in z direction and was taken as the origin of the z axis, i.e. $z_i = 0$; the temperature there was assumed to be the interface temperature $T_i$. The resulting saturated vapor and liquid densities agreed well with data from the literature. Then evaporation was initiated by removing all particles that propagated into the vapor beyond a distance $L_v = 52$ from the interface. To drive evaporation, the bulk liquid phase with a distance $L_n$ from the interface was thermostated by dividing it into bins with a thickness $\Delta z = 0.5$ which were independently kept at constant temperature by velocity scaling. Position and distance definitions are depicted in Figure 1 in relation to typical temperature, density and force profiles during stationary evaporation. Initially, the system was transient and after $\approx 5 \cdot 10^5 \Delta t$ the evaporation process had reached a steady state.

Because evaporated particles were taken out of the system in the vacuum region and were not re-inserted into the liquid phase, the vapor-liquid interfaces receded over time towards the center of the simulation volume. The coordinate system, however, remained attached to the interface plane and the vacuum distance $L_v$ as well as the length of the non-thermostated region $L_n$ were kept constant. To maintain a constant driving force, the boundary positions of all control regions were updated continuously during simulation. Since all distances are related to the interface positions, they were estimated every 5000th time step by means of the density profile averaged over this time period.

**Results and Discussion**

First, simulations were performed at constant bulk liquid temperature $T_l = 0.8$ for increasing lengths of the non-thermostated region $L_n = 5.2, 10.4, 15.6, 26, 52, 104$ and 208. Profiles for the kinetic temperatures $T_{xy}$ and $T_z$, the kinetic energy $e$, the density $\rho$, and the evaporation flux $j$ following previous definitions are shown in Figure 2. It can be seen that there is a massive influence of $L_n$ on all of these quantities.
FIG. 2. Profiles obtained at $T_i = 0.8$ for different lengths of the non-thermostated region $L_n = 5.2, 10.4, 15.6, 26, 52, 104$. For better visibility, profiles for $L_n = 208$ are omitted here but are shown in the supporting information. a) Temperature components $T_{xy}$ (solid red), $T_z$ (dashed green) and kinetic energy $e$ (dotted black lines) which coincide in the liquid up to the interface boundary. The inset shows the interface temperature $T_i$ vs. $L_n$. Bullets indicate simulation data and the line shows correlation (3). b) Density $\rho$ (blue) and evaporation flux $j$ (black lines) normalized to the Hertz flux $j^H$ for $T_i = 0.8$.

In the liquid, the quantities $T_{xy}, T_z$ and $e$ are identical and simply coincide with the temperature $T$ which drops down nearly linearly from $T_i$ to its value at the liquid boundary $T_{li}$ which decreases with increasing $L_n$, whereas the gradient $\partial T/\partial z$ becomes significantly flatter. The density $\rho$ increases in the non-thermostated region towards the interface and reaches a maximum at a point which we call the boundary of the liquid at the interface. As we believe now that the increase of $\rho$ is due to the decrease of the temperature, the maximum of $\rho$ increases with the length $L_n$.

On the basis of these data, it is possible to give the hitherto missing physical explanation for the profiles of the temperature, the kinetic energy and the density of Cheng et al. in their Figure 4 ($T_i = 0.90$ or $T_i/T_c = 0.83$). Their profiles show from right to left results for equilibrium, for the transition from equilibrium to evaporation, and for quasi-stationary evaporation states. The crucial point in their simulations is that with increasing time the length of the non-thermostated
region \(L_n\) decreases from \(\approx 95\) to \(\approx 35\) during quasi-stationary evaporation which is the explanation for the shape of their profiles in the light of the present Figure 2a).

From the temperature profiles shown in Figure 2a) it is clear that with increasing \(L_n\) the interface temperature \(T_i\) decreases having a dramatic consequence on the evaporation flux \(j_z\) which drops down from \(L_n = 5.2\) to \(L_n = 208\) by a factor of 4.4. Details concerning the interface temperature \(T_i\) are given in the inset plot of Figure 2a). Because the plot shows that the variation of the interface temperature flattens with increasing length \(L_n\), an asymptotic limiting value \(T_i^\infty\) can be expected for \(L_n \to \infty\). Hence, a simple correlation is suggested that yields the interface temperature \(T_i\) as a function of the length of the non-thermostated region \(L_n\):

\[
T_i(L_n) = T_i^\infty + b \cdot \exp(-c L_n) .
\]

In addition to \(b\) and \(c\), also the limiting temperature of the interface \(T_i^\infty\) was an adjustable parameter of Eq. (3). The parameters and results of Eq. (3) are given in Table I and indicate a reasonable asymptotic behavior of the interface temperature \(T_i\), yielding \(T_i^\infty = 0.6349\). Employing Eq. (3) to extrapolate the interface temperature and from that the particle flux that can be expected for \(L_n \approx 3.5\), a value that Ishiyama et al.\(^{25}\) used for their calculations, shows that the present data agree with their results for a temperature of \(T_i/T_c = 0.74\) within a few percent.

A second study should clarify whether the evaporation flux and the vapor properties are solely determined by the interface temperature \(T_i\), provided that the distance to the vacuum \(L_v\) is constant. To elucidate this issue, simulations with three different lengths of the non-thermostated region \(L_n = 5.2, 10.4\) and 15.6 were carried out, where the liquid bulk temperature \(T_l\) of the simulations with \(L_n = 10.4\) and 15.6 was sought by trial and error until almost the same interface temperature \(T_i\) was achieved as for the simulation with \(T_l = 0.8\) and \(L_n = 5.2\), which served as the reference case.

<table>
<thead>
<tr>
<th>(L_n)</th>
<th>(T_i^{\text{sim}})</th>
<th>(T_i^{\text{corr}})</th>
<th>(j^{\text{sim}} \cdot 10^3)</th>
<th>(j^H(T_i^{\text{sim}}) \cdot 10^3)</th>
<th>(j^{\text{sim}}/j^H(T_i^{\text{sim}}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>5.2</td>
<td>0.7705</td>
<td>0.7668</td>
<td>4.539</td>
<td>5.299</td>
<td>0.857</td>
</tr>
<tr>
<td>10.4</td>
<td>0.7554</td>
<td>0.7560</td>
<td>3.890</td>
<td>4.540</td>
<td>0.857</td>
</tr>
<tr>
<td>15.6</td>
<td>0.7444</td>
<td>0.7462</td>
<td>3.443</td>
<td>4.043</td>
<td>0.852</td>
</tr>
<tr>
<td>26</td>
<td>0.7251</td>
<td>0.7289</td>
<td>2.856</td>
<td>3.269</td>
<td>0.874</td>
</tr>
<tr>
<td>52</td>
<td>0.6981</td>
<td>0.6964</td>
<td>2.119</td>
<td>2.386</td>
<td>0.888</td>
</tr>
<tr>
<td>104</td>
<td>0.6637</td>
<td>0.6612</td>
<td>1.417</td>
<td>1.548</td>
<td>0.916</td>
</tr>
<tr>
<td>208</td>
<td>0.6382</td>
<td>0.6398</td>
<td>1.029</td>
<td>1.107</td>
<td>0.929</td>
</tr>
</tbody>
</table>
The results shown in Table II indicate that the evaporation flux $j$ depends exclusively on the interface temperature. Moreover, it was conjectured\textsuperscript{16} that the evaporation flux $j$ is just the Hertz flux\textsuperscript{1,22,24} $j^H(T_i)$ calculated with $T_i$ and the saturated vapor density $\rho''(T_i)$. A comparison of the calculated values for $j^H(T_i)$ with the flux from present simulations $j^{\text{sim}}$ is given in Table I. It can be seen that the simulation data for $j^{\text{sim}}$ are between 7% to 15% lower than $j^H(T_i)$.

Table II. Evaporation flux for varying liquid temperature $T_l$ and length of the non-thermostated region $L_n$ that lead to almost the same interface temperature $T_i$.

<table>
<thead>
<tr>
<th>$L_n$</th>
<th>$T_l$</th>
<th>$T_i$</th>
<th>$j \cdot 10^3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5.2</td>
<td>0.8000</td>
<td>0.7705</td>
<td>4.504</td>
</tr>
<tr>
<td>10.4</td>
<td>0.8240</td>
<td>0.7740</td>
<td>4.523</td>
</tr>
<tr>
<td>15.6</td>
<td>0.8466</td>
<td>0.7712</td>
<td>4.496</td>
</tr>
</tbody>
</table>

Conclusion

We have found above 1) that the interface temperature $T_i$ shows an asymptotic behavior as a function of the length of the non-thermostated region $L_n$, yielding a limiting temperature $T_i^\infty$ and 2) that the evaporation flux $j$ depends in essence only on $T_i$. By combining these two facts we estimate now the evaporation flux $j^\infty$ for a macroscopically large non-thermostated region in which heat transport takes place. For the particular case of the bulk liquid temperature $T_l = 0.8$ or $T_l / T_c = 0.74$ we found $T_i^\infty = 0.6349$. Calculating the Hertz flux for this temperature yields $j^H(T_i^\infty) = 1.061 \cdot 10^{-3}$. Consulting Table I one can expect an effective value for the evaporation flux of $j^\infty = 0.987 \cdot 10^{-3}$ that is 7% below the Hertz flux.

Another route is to estimate $j^\infty$ from simulation data by interpolation, using results of simulations that yield interface temperatures close to $T_i^\infty$. Since it is common to perform evaporation simulations with rather short lengths of the non-thermostated region (which saves a lot of computation time) and varying the bulk liquid temperature, we also started our study in the very beginning by performing such simulations for a temperature range from $T_l = 0.625$ to 0.950 in 13 steps ($\Delta T = 0.025$) and a length of the non-thermostated region of $L_n / \delta = 1.5$, where $\delta$ is the 10-90 thickness of the interface.\textsuperscript{45}

Table III. Evaporation flux for varying bulk liquid temperature $T_l$ and constant length $L_n = 1.5\delta$, where $\delta$ is the 10-90 thickness of the interface.

<table>
<thead>
<tr>
<th>$T_l$</th>
<th>$T_i$</th>
<th>$j \cdot 10^3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.625</td>
<td>0.6214</td>
<td>0.801</td>
</tr>
<tr>
<td>0.650</td>
<td>0.6447</td>
<td>1.098</td>
</tr>
<tr>
<td>0.675</td>
<td>0.6677</td>
<td>1.483</td>
</tr>
</tbody>
</table>
the equilibrium state. Table III shows the relevant extract of those results. Interpolation between the corresponding values yields \( j^\infty = 0.973 \cdot 10^{-3} \).

Against the background that the evaporation flux is solely determined by the interface temperature \( T_i \), we want to incorporate a third way to estimate \( j^\infty \) in this discussion by correlating the evaporation flux with the interface temperature \( T_i \). For that purpose, we used the results presented in Table I (columns 2 and 4) and found the correlation

\[
j(T_i) = b \cdot \exp(cT_i), \quad (4)
\]

with \( b = 4.14 \cdot 10^{-7} \) and \( c = 12.12 \). This approach yields \( j^\infty = 0.910 \cdot 10^{-3} \). We correct this value according to a deviation of 8.7% that correlation (4) shows for the results of simulation with \( L_n = 208 \), cf. Table I, i.e. \( j^\infty = 0.989 \cdot 10^{-3} \).

As an average over the outcomes of the three routes to estimate the particle flux for a macroscopically large non-thermostated region, i.e. for \( L_n \rightarrow \infty \), we obtain \( j^\infty = 0.983 \cdot 10^{-3} \). Finally, we want to compare this value to the Hertz flux with respect to the bulk liquid temperature \( T_l = 0.8 \) as it is usually done to obtain the evaporation coefficient

\[
\alpha = j / j^H(T_l). \quad (5)
\]

With the Hertz flux \( j^H(T_l = 0.8) = 7.058 \cdot 10^{-3} \) we obtain an evaporation coefficient of \( \alpha = 0.14 \).

The present result for \( \alpha \) amounts only to \( \approx 20\% \) of the values given in a review\(^{22} \) of literature data, where the heat transfer to the interface was not explicitly taken into account. Moreover, we should still mention that Eames et al.\(^{31} \) also conjectured that heat transfer limitations can have a considerable influence on experimental evaporation rates, and thus apparent evaporation coefficients, which is in line with the present calculations.

**Supplementary Material**

For better visibility, profiles for \( L_n = 208 \) are omitted in Figure 2 of the present manuscript. These omitted profiles are shown in an extended version of this plot as supporting information in the supplementary material.
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FIG. S1. Profiles obtained at $T_i = 0.8$ for different lengths of the non-thermostated region $L_n = 5.2, 10.4, 15.6, 26, 52, 104$ and 208. a) Temperature components $T_{xy}$ (solid red), $T_z$ (dashed green) and kinetic energy $e$ (dotted black lines) which coincide in the liquid up to the interface boundary. The inset shows the interface temperature $T_i$ vs. $L_n$. Bullets indicate simulation data and the line shows correlation (3). b) Density $\rho$ (blue) and evaporation flux $j$ (black lines) normalized to the Hertz flux $j^H$ for $T_i = 0.8$. 